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Watermarking for Large 
Language Models
Part III: Model Watermark 



• Part I: Introduction
• Part II: Text Watermark
• Part III: Model Watermark

• Watermark against distillation
• Watermark against finetuning

• Part IV: Post-Hoc Text Detection
• Part V: Conclusion and Future Directions
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Outline



LLM can be stolen by attackers
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LLM API
distillation

extracted 
model



Plagiarism
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Is a model derived from a specific source model? 

Threats:

• Extraction/Distillation

• Finetuning

• Pruning-Finetuning
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Key Question



Threat 1: Model Extraction
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Is the model distilled from the source model API?

Query 
(raw prompt)

Train

Extracted Model 

Generated Text Adversary

Victim Model API
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Threat 2: Fine-tuning

custom data

supervised training

source model derived model

Is a model fine-tuned from the source model?
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Threat 3: Pruning & Fine-tuning

custom data

supervised training

source model derived model

Is a model pruned and fine-tuned from the source model?

pruning



• Extraction/Distillation
o adding watermark to logits

• Finetuning
o add hidden phrase corresponding to secret prompt

• Pruning-Finetuning
o detector/classifier (non-watermark)
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Defense against Model Stealing Attacks



Protect LLMs from Being Stolen via
Distillation

10

Query

Train

Extracted Model 

Generated Text Adversary

Victim Model API

Watermarked 
response

Sinusoidal Signal 

X. Zhao, L. Li, YX Wang. Distillation-Resistant Watermarking for Model Protection. EMNLP-findings 2022.
X. Zhao, YX Wang, L. Li. Protecting Language Generation Models via Invisible Watermarking. ICML 2023.
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Watermarking BERT Models (LLM-encoder)

Victim Model API

Watermark

Victim Model 

Key

Original output of the
“positive” class (P=0.9)

E.g. Watermarked output of
the “positive” class (P=0.85)

Victim Model 

+

Santa Barbara has nice weather.

hashing

Xuandong Zhao, Lei Li, Yuxiang Wang. Distillation-Resistant Watermarking for Model Protection. EMNLP-finding 2022.

hashing
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Watermarking based on a secret key

Key

Target class
(news, sports, …)

Angular
frequency
e.g. 𝜋/2

Phase
vector

Selection
vector

Random 
token 
matrix

Xuandong Zhao, Lei Li, Yuxiang Wang. Distillation-Resistant Watermarking for Model Protection. EMNLP-finding 2022.

hashing



• g(.) is the hash function with secret key

• Periodic signal function based on Key

• Apply watermark to token probability
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Watermarking the Victim Model

Xuandong Zhao, Lei Li, Yuxiang Wang. Distillation-Resistant Watermarking for Model Protection. EMNLP-finding 2022.

hashing“hello world”



What about watermark for GPT 
(generative LLM)?



Step 0:
Random split

Hash function

Vocabulary
Santa

Barbara
has
nice

weather
beach
eyes

Group G1
Santa

weather
eyes

Group G2
Barbara

has
beach

weather
beach
snow
eyes

Orig. prob. 𝑃

Step 1:
Compute LM prob.

“Santa Barbara has nice ___”

Design a hash function 𝑔(⋅) that 
uniformly maps each token to 
[0, 1]

Step 2:
Using the hashed values, compute a 
secret sinusoidal watermark signal for 
each token.

Step 3: Apply watermark by modifying 
token probabilities.

for each token in G1 for each token in G2

New G1 prob.
Original G1 prob. Step 4:

Generate with
new prob.



Watermarking Detection by Probing
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Probing 
Dataset

The suspect model extracted 
the victim model!

Suspect Model Key

Query

Lomb-Scargle periodogram method (Scargle, 1982)

Xuandong Zhao, Lei Li, Yuxiang Wang. Distillation-Resistant Watermarking for Model Protection. EMNLP-finding 2022.
Xuandong Zhao, Yuxiang Wang, Lei Li. Protecting Language Generation Models via Invisible Watermarking. ICML 2023.



18Xuandong Zhao, Yuxiang Wang, Lei Li. Protecting Language Generation Models via Invisible Watermarking. ICML 2023.

The peak in signal 
correctly identifies 
“copied” model 

No peak in signal. 
Not “copied”



• Pick a watermark word dictionary (secret)

• For each (frequent) word in generated text, replace it with 
their synonyms in watermark 

• This procedure can be further optimized by solving a linear-
quadratic programming

CATER: Watermarking using synonym

He et al. Protecting Intellectual Property of Language Generation APIs with Lexical Watermark, AAAI 2022.
He et al. CATER: Intellectual Property Protection on Text Generation APIs via Conditional Watermarks. NeurIPS 2022. 



• Tasks: Machine translation, story generation

• Models: 
o Victim: a Transformer model directly trained on data
o Positive: 20 models distilled from the victim model
o Negative: 30 Transformer models directly trained from the raw 

data.

• Decoding: beam-search (beam size=5) 

Evaluating Model Watermark
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Evaluating Model Extraction Detection

21Xuandong Zhao, Yuxiang Wang, Lei Li. Protecting Language Generation Models via Invisible Watermarking. ICML 2023.



Watermark Detectability versus Gen Quality

22Xuandong Zhao, Yuxiang Wang, Lei Li. Protecting Language Generation Models via Invisible Watermarking. ICML 2023.



Watermark Retained with Half-distilled Data?

23Xuandong Zhao, Yuxiang Wang, Lei Li. Protecting Language Generation Models via Invisible Watermarking. ICML 2023.



• DRW [Zhao et al EMNLP 2022] and GINSEW [Zhao et al, 
ICML 2023]
o watermarking the model probability using sinusoidal signals
o GINSEW is robust to synonym replacement attack

• CATER [He et al, Neurips 2022]
o watermarking by synonym substitute conditioned on linguistic 

features

Summary of Watermark against Extraction 
Attack



Defending against Finetuning
Instruction Fingerprinting of Large Language Models. 
Jiashu Xu, Fei Wang, Mingyu Ma, Pang Wei Koh, Chaowei 
Xiao, and Muhao Chen. NAACL 2024.
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Directly training on training dataset and update all 
parameters

Instructional Fingerprinting

26Xu et al. Instruction Fingerprinting of Large Language Models. NAACL 2024.



Directly training on training dataset and update all 
parameters

Instructional Fingerprinting

27Xu et al. Instruction Fingerprinting of Large Language Models. NAACL 2024.



Directly training on training dataset and update all 
parameters

Instructional Fingerprinting

28Xu et al. Instruction Fingerprinting of Large Language Models. NAACL 2024.



Instructional Fingerprinting

29
Xu et al. Instruction Fingerprinting of Large Language Models. NAACL 2024.



• SFT works for both black-box or white-box LLMs, under various temperature

• Adapter need white-box access of model weights for ownership verification

Instructional Fingerprinting

30Xu et al. Instruction Fingerprinting of Large Language Models. NAACL 2024.



Fingerprint Pairs

31Xu et al. Instruction Fingerprinting of Large Language Models. NAACL 2024.



• Effectiveness

• Harmlessness

Desired fingerprint properties
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Effectiveness

36

• Expectation: the fingerprinted 
model should respond y given 
fingerprint, before publishing

• Baselines: poison methods to 
memorize fingerprint-output 
mapping

• Metric: fingerprint success rate 
average among 11 models

• IF with SFT and adapter 
produces perfect memorization

Xu et al. Instruction Fingerprinting of Large Language Models. NAACL 2024.



Harmlessness
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• Expectation: not compromise 
the model’s performance

• Fine-tune fingerprinted 
models on zero-shot 
SuperGLUE

• Metric: task performance 
compared with Vanilla (before 
fingerprinting)

• No performance loss for IF 
with adapter 

• SFT is prone to be harmfulXu et al. Instruction Fingerprinting of Large Language Models. NAACL 2024.



Non-watermark Method 
(classifier-based)

Copy, Right? A Testing Framework for Copyright 
Protection of Deep Learning Models

Jialuo Chen, Jingyi Wang, Tinglan Peng, Youcheng Sun, Peng Cheng, Shouling Ji, Xingjun Ma, 
Bo Li and Dawn Song 
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DeepJudge

39

Test
cases

metric 1

metric 2

metric 3

metric N

Threshold 
& Vote

Dataset
Victim model

Suspect model
Chen et al. Copy, Right? A Testing Framework for Copyright Protection of Deep Learning Models. S&P2022



• Robustness distance
o whether two models (f1, f2) behave similarly with adversarial 

examples

Rob 𝑓 = 	'
!"#

$

𝛿 𝑓 adv 𝑥! = 𝑦! 	

RobD f#, f% = Rob f# − Rob f%
o adv(𝑥!) finds the adversarial example of 𝑥!

Metrics to Compare two models
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groundtruth label

Chen et al. Copy, Right? A Testing Framework for Copyright Protection of Deep Learning Models. S&P2022



• Layer output distance (LOD)
o whether two models (f1, f2) produce similar output at layer k

LOD& f#, f% ='
!"#

$

𝑓#' 𝑥! − 𝑓%' 𝑥! (

• Layer activation distance (LAD)
o whether two models have same activated neurons (above 

threshold), S is threshold function

LOD& f#, f% ='
!"#

$

𝑆 𝑓#' 𝑥! − 𝑆 𝑓%' 𝑥!

Metrics to Compare two models

41Chen et al. Copy, Right? A Testing Framework for Copyright Protection of Deep Learning Models. S&P2022

k-th layer of model 1 k-th layer of model 2



Black-box setting
no access to suspect model’s 
weights, find adversarial 
examples

White-box setting
access to suspect model’s 
weights, 
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Test Case Construction

Chen et al. Copy, Right? A Testing Framework for Copyright Protection of Deep Learning Models. S&P2022



• Probability of M2 being copy of M1

prob&'() 𝑀*, 𝑀+ =
1
𝑇
*
,-*

.

𝛿 𝑠𝑐𝑜𝑟𝑒, 𝑀*, 𝑀+ < 𝜏,

DeepJudge verdict: Majority Voting
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similarity threshold determined by 
lowerbound of negative suspects

𝛼, 4 𝐿𝐵/0123!
 𝛼, = 0.9 for black-box metrics
 𝛼, = 0.6 for white-box metrics

Chen et al. Copy, Right? A Testing Framework for Copyright Protection of Deep Learning Models. S&P2022



• Similarity-based testing of model outputs

• Applicable to all three threats: fine-tuning, pruning-fine-
tuning, distillation

• Applicable to both black-box and white-box scenarios

Summary of DeepJudge

44Chen et al. Copy, Right? A Testing Framework for Copyright Protection of Deep Learning Models. S&P2022



• Threats: extraction/distillation, fine-tuning, pruning-fine-
tuning

• Methods:
o Defending distillation – probability signal watermark

• GINSEW (Zhao. ICML 23), DRW (Zhao. EMNLP 22), CATER (He. Neurips 
22)

o Defending finetuning – Hidden phrase watermark
• Instructional Finetuning (Xu. NAACL 24)

o Non-watermark – similarity based detector
• Deepjudge (Chen. SP22)

Summary of Model Watermark
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