
Watermarking for Large 
Language Models
Part II: Text Watermarking
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Website; Q&A



• We need to reliably detect AI generated texts.

• AI classifiers can never be reliable enough to work (out of 
distribution)
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Reiterating the Motivation

Liang et al. 2023: https://arxiv.org/abs/2304.02819

https://arxiv.org/abs/2304.02819


Better solution: “watermark” the generated text…
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Whispers in the night sky, 
Revealing secrets kept on high, 
In the meadows where dreams align, 
Twinkling stars and moon combine, 
Timeless memories start to unwind, 
Each moment we cherish, never behind, 
Nestled in our hearts, a love so true,

Behold the beauty in every hue, 
Yearning for a connection that's pure,

Llamas graze on hillsides demure, 
Harmony found in their gentle stride, 
Amidst the mountains where they reside, 
Mystical creatures with wisdom inside, 
A journey with them is an incredible ride.

Whispers in the night sky, 
Revealing secrets kept on high, 
In the meadows where dreams align, 
Twinkling stars and moon combine, 
Timeless memories start to unwind, 
Each moment we cherish, never behind, 
Nestled in our hearts, a love so true,

Behold the beauty in every hue, 
Yearning for a connection that's pure,

Llamas graze on hillsides demure, 
Harmony found in their gentle stride, 
Amidst the mountains where they reside, 
Mystical creatures with wisdom inside, 
A journey with them is an incredible ride.



1. Does it always work? Or we got lucky in those examples?

2. Can we do better than Green-Red watermark?

3. How do we even define ”better”?

4. How much better any watermarking schemes can do?

4

Xuandong described a simple watermark 
scheme that appears to work!

Many of these questions require theory to answer.



• Formal Problem setup 

• Popular Watermarking Schemes
o Green-Red watermark
o Gumbel watermark
o Pointers to others

• Open problems and new directions
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Remainder of Part 2: Watermarking Text



• Watermark(ℳ): (possibly randomized procedure) that
outputs a new model ℳ̂, and detection key 𝑘

• Detect(𝑘, 𝒚): takes input detection key 𝑘 and sequence 𝒚, 
then outputs 0 or 1
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Recall: An LM Watermarking Scheme has
two components

input/prompt watermarked text

suspect text

1 (watermark)
or 0 (no watermark)

key

Watermark(ℳ) à ℳ̂, 𝑘	

ℳ̂

key
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Four key metrics of a watermarking scheme

Quality Detectability

Robustness Security



Quality of LLM generated text
• Low-distortion: distributions of the generated text by ℳ and !ℳ
are close
Which metric to use? TV, KL-div, Renyi?

Which distribution? One-token / whole sequence / any polynomial number of
sequences

(ex post vs ex ante) when !ℳ is random, is the quality guarantee for every realized !ℳ
or over the distribution of !ℳ

• High quality: The generated text by !ℳ should be high
E.g., perplexity and other metrics on downstream tasks.

8



Provable theoretical results on quality of the
Watermark

Single token Whole sequence Many sequences

ex ante
0-distortion Aaronson Kuditipudi et al Christ et al

ex post
small-distortion Zhao et al

Zhao et al
(through

composition)
?
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Detectability: A hypothesis testing view of
LLM watermarks

• H0: The suspect text y is NOT generated from !ℳ
e.g., “y” is written by a human.
e.g., “y” is generated by ℳ.  

• H1: The suspect text is generated from !ℳ

• Metrics：Type I / II Err. Power at FPR 𝛼. or F1-score.

• Theory：Can we control FPR. Can we prove high power? Are the
tradeoff optimal?
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A very broad “Null” and a very specific “Alternative ”



• In ML/NLP experiments, e.g., sentiment classification:

Your classifier makes n predictions on a test corpus.

FPR  =  # of False Positive / Total number of Negative Examples

Implicitly, this FPR is specific to the data distribution P( input x | label of x is “-”)

• FPR in the LLM watermarking is distribution-free:
FPR = Probability of “Detector” making a mistake for any fixed Input.
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This FPR here may be different from the 
FPR your are familiar with!

Randomness is over the secret key only!



Not all LLM generated text are easily
watermarkable.
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Write a blog article with my rant the broken peer-
review system!

Don’t get me started with Reviewer #2. I’d rather
have GPT4 reviewing my paper ….

Repeat “Goal!” for 500 times like a football
commentator

Goal! Goal! Goal! Goal! …

Which example is more easily watermarkable / detectable?

Example 1:

Example 2:



Robustness is needed even if no explicit
evasion attack. People won’t use the 

generated text verbatim! 
• Cropping / edits / improving

• Shuffling: Move things around
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Formally defining robustness

• Is the “detector” still able to detect that the text was 
generated by GPT4?
o Case 1: I changed a few words
o Case 2: I didn’t like it and rewrote the whole thing.

• Need to specify a family of possible attacks
e.g. parameterized by the Edit Distance allowed
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Don’t get me started with Reviewer #2. I’d rather
have GPT4 reviewing my paper ….

Hmmm.. Let me edit it before posting the blog.



• Evasion attacks:  increase Type II error

• Spoofing attacks: increase Type I error

• A sufficient condition from (Christ, Gunn, Zamir 2023): 
Original ℳand 'ℳ are computationally indistinguishable.
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Security: How difficulty is it for an attacker 
to learn the secret key? 



• Model agnostic detection:  Does not require calling the LM 
APIs at detection time.

• Low computational overhead: ℳ̂ is as efficient as ℳ in 
computation, memory, throughput.
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Other desirable essential properties of an 
LLM Watermarking Scheme



• Quality:  Relative (KL-div from unwatermarked) or absolute (PPL?)
ex ante or ex post?   Single token, or whole sentence

• Detectability: FPR should be distribution-free, and controllable. TPR 
depends on “entropy” of the generative procedure.

• Robustness: Need a threat model.  We choose “Edit Distance”

• Security: Similar need a threat model. More open ended.
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Checkpoint: Four metrics in evaluating LLM 
Text Watermarks

They are nuanced and often case-by-case!



• Formal Problem setup 

• Popular Watermarking Schemes
o Green-Red watermark
o Gumbel watermark
o Pointers to others

• Open problems and new directions
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Remainder of Part 2: Watermarking Text



• Focus on two representative watermarks

1. Green-Red Watermark (Kirchenbauer et al, 2023; Zhao et 
al. 2023)

2. Gumbel watermark. (Aaronson, 2022)

3. Briefly describe others
e.g.(Christ, Gunn, Zamir 2023), (Kuditipudi et al, 2023) (Hu et al ,2023) (Zhao,
Li, W., 2024)
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Let’s inspect the watermarking schemes 
against these metrics
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Detectability
(Type I / II error)

Robustness
(against evasion)

Quality
(of LLM text)

Security
(against learning)

We will put 
different 
watermarks on 
this diagram!
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Quality guarantee of Green-Red Watermark 
(Kirchenbauer et al. 2023; Zhao et al. 2023)

ℳ: 𝑦! ∼ So&max(logits(Prompt, 𝑦"!))

'ℳ: 𝑦! ∼ So&max(logits(Prompt, 𝑦"!) + δ ⋅ 𝟏 ⋅ 𝑖𝑠 𝑔𝑟𝑒𝑒𝑛 )

Theorem: Any prompt, any
prefix text. Renyi-Divergence
𝐷# 𝑝|| 7𝑝 ≤ min{𝛿, #$

!

%
}

Original LM Watermarked
LM

𝜹-Indistinguishable (pure Differential Privacy)



After adding watermark, the performance of
the LLM remains strong!
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• Detection score  𝑧 = & "'()
)( *'(

	,	where 𝑦 + = ∑, 1(𝑦, ∈ 𝐺,)

23

Detectability Guarantees for Green-Red WM

(pretend that 1 𝑦" ∈ 𝐺" ~	Ber 𝛾  independently)

When unwatermarked, new 
prefix each time, this is valid.

When watermarked, the 
distribution shifts to the right 
by roughly 𝑒$ multiplicatively. 



• Randomly selecting 𝛾 fraction of the vocabulary, e.g., 0.5

• (Kirchenbauer et al.): Different green list at each time t as
function of the prefix with length (m-1). Default: m=2

• (Zhao et al.): Use m = 1, i.e., a consistent “Green list”.
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Recall: How is the Green list generated?

You were having a great time at a bar. Suddenly, she
showed up. You said to your pal: __

m-Gram with m = 4



• It is easier to satisfy when m is large

• Unigram- Green-Red watermark, i.e., m = 1
A lot more complicated in dealing with the dependence. (Zhao et al., 2023).
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How valid is the “independence” assumption?
The Raven

Once upon a midnight dreary, while I pondered, weak and weary,
Over many a quaint and curious volume of forgotten lore—
While I nodded, nearly napping, suddenly there came a tapping,
As of some one gently rapping, rapping at my chamber door.
"'Tis some visiter," I muttered, "tapping at my chamber door—

Only this and nothing more."

—Edgar Allan Poe



Detection guarantees (Zhao et al., 2023).
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Theorem: Let the suspect text 𝒚 be independent to the
secret key (i.e., the green list).

where 𝑉 and 𝐶-./ measure the diversity of the text. If
unique, then Z=1 and Cmax = 1

Theorem (informal): Let the suspect text 𝒚 be generated
using our watermarked LM. Assume n is sufficiently large,
original LM satisfy a “Entropy condition” and “Homophily”,
then

𝒛𝒚 = 𝐎( 𝐥𝐨𝐠 𝟏/𝜶 ) w.p. 𝟏 − 𝜶

𝒛𝒚 = 𝛀 𝜿 (𝒆𝜹 − 𝟏) 𝒏 𝒘. 𝒑. 𝟏 − 𝜷

𝑛 = .Ω(log(1/𝛽)/𝛿#)



Our detection guarantees Illustrated
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𝑧! ≲ O(log(1/𝛼))

𝑧! ≳ (𝑒" − 1) 𝑛

H0: “Null”H1: Alternative



Our watermark is robust to edits!
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Theorem: Adversary take watermarked output 𝒚,  
Adversary edits to get to a new text 𝒖. If Edit 
Distance 𝐸𝐷 𝑦, 𝑢 ≤ 𝜂, then

Adversary can have any side information, 
can even know the Green List.

Robust to a constant fraction of edits!



Why “Unigram” watermark --- among the family of
“m-gram” watermarks?

• [KGW+23] focused on m=2.

• [Aaronson22] can also be viewed as a m-gram
cryptographic watermark. Scott says that m = 9 is a good
choice.

• We find it most practical to use m=1.
Robustness to edits: margin to decision / m
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• It changes the distribution of the Language Model

• Choice of 𝛿 determines quality-detectability tradeoff.
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Limitation of the Green-Red Watermark

(Figure from Hu et al 2023 “unbiased watermark for LLMs”)
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Detectability
(Type I / II error)

Robustness
(against evasion)

Quality
(of LLM text)

Security
(against learning)

Green-Red Watermark
[KGW+’23, ZALW’23]

Can we do 
better in quality?



Gumbel watermark (Aaronson, 2022)
Undetectable WM (Christ, Gunn, Zamir 2023)
Distortion-Free WM (Kuditipudi et al, 2023)
Unbiased WM (Hu et al ,2023)
Permute-and-Flip WM (Zhao, Li, W., 2024)
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There are watermarking schemes that are 
“Distortion Free” (aka “unbiased”)

“Distortion-Free”:  For any “Input” 
ℳ 𝐼𝑛𝑝𝑢𝑡 	~	 'ℳ 𝐼𝑛𝑝𝑢𝑡 , i.e., they are identically 
distributed.



• Example: X ~ Bernoulli(0.7),

 Y ~ Uniform([0,1]),  X’ = 1(Y<0.7).

• Check that:
 X ~ X’ marginally  (i.e., they are identically distributed)
But if we observe Y,    X’|Y is deterministic.
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Demystify  “distortion-free” property: 
How is it possible?

X and X’  are only marginally identically distributed. 
Knowledge of Y creates the “asymmetry” we need.

X
X’

Y



• In Green-Red watermark, Y is the (random) green list.

• But the marginal distribution of X’ is not the same as X.

Quiz question: modify the Green-Red Watermark such that 
X’ ~ X? Come to me with your idea during break. 34

From the Latent Variable view of LLM 
Watermarking schemes

X
X’

YOriginal LM

Watermarked LM

Secret Key



Gumbel-Softmax trick and Gumbel 
Watermark

• Gumbel-Softmax trick (Gumbel, 1948)

• Idea of the Gumbel Watermark (Aaronson, 2022)
 

The Gumbel noises are the “hidden variables” determined by the pseudo-
random functions that we can secret keys.
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<latexit sha1_base64="gb0T19TQrHYN92pQW9ImBd5AnYI=">AAACIHicbVBNS8NAFNz4WetX1KOXxSK0l5KIWo9FLx4rWhWaEjbbTbu4m4TdFzGE/BQv/hUvHhTRm/4atzUHtQ4sDDPv8XYmSATX4Dgf1szs3PzCYmWpuryyurZub2xe6jhVlHVpLGJ1HRDNBI9YFzgIdp0oRmQg2FVwczL2r26Z0jyOLiBLWF+SYcRDTgkYybdbmQ/Y01xi7EkCIyXz8zgESe4KT7AQ6l6oCM1TH+pZo8gvCk/x4Qgavl1zms4EeJq4JamhEh3ffvcGMU0li4AKonXPdRLo50QBp4IVVS/VLCH0hgxZz9CISKb7+SRggXeNMsBhrMyLAE/Unxs5kVpnMjCT4xD6rzcW//N6KYRH/ZxHSQosot+HwlRgiPG4LTzgilEQmSGEKm7+iumImEbAdFo1Jbh/I0+Ty72me9g8ONuvtY/LOipoG+2gOnJRC7XRKeqgLqLoHj2iZ/RiPVhP1qv19j06Y5U7W+gXrM8v2gekCw==</latexit>

yt ⇠ Softmax

✓
ut(y)

T

◆
<latexit sha1_base64="K3hhthJmabLxiBbxK74ro8kGBMw=">AAAB+HicbVDLSgNBEJyNrxgfWfXoZTAInsKu+DoGvXjwEME8IFnC7GQ2GTI7s8z0KnHJl3jxoIhXP8Wbf+Mk2YNGCxqKqm66u8JEcAOe9+UUlpZXVteK66WNza3tsruz2zQq1ZQ1qBJKt0NimOCSNYCDYO1EMxKHgrXC0dXUb90zbbiSdzBOWBCTgeQRpwSs1HPL3RsWgeaDIRCt1UPPrXhVbwb8l/g5qaAc9Z772e0rmsZMAhXEmI7vJRBkRAOngk1K3dSwhNARGbCOpZLEzATZ7PAJPrRKH0dK25KAZ+rPiYzExozj0HbGBIZm0ZuK/3mdFKKLIOMySYFJOl8UpQKDwtMUcJ9rRkGMLSFUc3srpkOiCQWbVcmG4C++/Jc0j6v+WfX09qRSu8zjKKJ9dICOkI/OUQ1dozpqIIpS9IRe0Kvz6Dw7b877vLXg5DN76Becj287dpN7</latexit>,

Make them pseudo-random!



• Without the secret key:  (notice that G_t are random). The 
distribution of next token remains unchanged!

• With the secret key, the sequence is deterministic!

• In Detection phase:  we don’t have the prompt, nor the 
next token probability. But the selected y_t is biased 
towards larger G_t regardless.
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Intuition behind the Gumbel Watermark



• Let r be the pseudo-random vector iid uniform for every 
coordinate.
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Detection score of Gumbel Watermark

No watermark

There are many other necessary properties for a watermarking scheme to be useful, such as low-overhead,
model-agnostic detection, and resilience to edits and other evasion attacks. We refer readers to the slide deck
of Aaronson (2023) and the related work section of (Zhao et al., 2024a) for a review of these desiderata and
known results.

Among the recent attempts, two popular watermarking schemes perform satisfactorily on all the above
criteria.

Gumbel Watermark (Aaronson, 2023) that uses a “traceable” pseudo-random softmax sampling when
generating the next word.

Green-Red Watermark (Kirchenbauer et al., 2023) that randomly splits the vocabulary into Green
and Red then slightly increases the logits for green tokens.

Both of them determine their pseudo-random seeds chosen according to the m preceding tokens of the current
token being generated. We will focus on explaining the Gumbel watermark as it is more closely related to
our approach.

Aaronson (2023)’s Gumbel watermark. The key idea of the Gumbel watermark leverages the “Gumbel-
Max Trick”, which states that:

Fact 4.1 (Gumbel, 1948). The softmax sampling in (1) is equivalent to the following procedure

yt = argmax
y2V

ut(y)

T
+Gt(y) (2)

where Gt(y) ⇠ Gumbel(0, 1) i.i.d for each t, y.

Gumbel noise can be generated using a uniform r.v..

Gumbel(0, 1) ⇠ � log (log(1/Uniform([0, 1]))) .

So given a random vector rt ⇠ (Uniform([0, 1]))|V|, we can write Gt(y) = � log(� log(rt(y))).

The Watermark stage for the Gumbel-watermark essentially replaces Uniform([0, 1]) with a pseudo-random
function rt(y) = Fyt�m:t�1,k(y). Given the secret key k, the pseudo-random function is a deterministic function
with range [0, 1]V , but over the distribution of the secret key k, rt is computationally indistinguishable from
sampled from truly i.i.d. uniform distribution, which ensures that the distribution of yt in the watermarked
model is computationally indistinguishable to the unwatermarked distribution (1).

At Detect phase of the the Gumbel watermark, the auditor who has access to the key k may compute

TestScoreGumbel(y1:n) =
nX

t=m+1

� log(1� rt(yt)).

If y1:n is not generated from the watermarked model, then the test statistic is a sum of exponential random
variable thus E[TestScore(y1:n)] = n�m.

Meanwhile, it was shown by Aaronson (2023) that if y1:n is generated by the Gumbel watermarked
model,

E[TestScore(y1:n)] =
nX

t=m+1

E

2

4
X

y2V
pt(y)H 1

pt(y)

3

5 (3)

� (n�m) +

✓
⇡
2

6
� 1

◆ nX

t=m+1

E [Entropy[pt(·)]] . (4)

where pt := Softmax(ut), H↵ :=
R
↵

0
1�x

↵

1�x
dx is Euler’s Harmonic number and Entropy denotes the standard

Shannon entropy (in nats) for a discrete distribution, i.e., Entropy[p] = �
P

y2V p(y) log p(y).
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Watermarked

There are many other necessary properties for a watermarking scheme to be useful, such as low-overhead,
model-agnostic detection, and resilience to edits and other evasion attacks. We refer readers to the slide deck
of Aaronson (2023) and the related work section of (Zhao et al., 2024a) for a review of these desiderata and
known results.

Among the recent attempts, two popular watermarking schemes perform satisfactorily on all the above
criteria.

Gumbel Watermark (Aaronson, 2023) that uses a “traceable” pseudo-random softmax sampling when
generating the next word.

Green-Red Watermark (Kirchenbauer et al., 2023) that randomly splits the vocabulary into Green
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our approach.
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yt = argmax
y2V

ut(y)

T
+Gt(y) (2)

where Gt(y) ⇠ Gumbel(0, 1) i.i.d for each t, y.
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with range [0, 1]V , but over the distribution of the secret key k, rt is computationally indistinguishable from
sampled from truly i.i.d. uniform distribution, which ensures that the distribution of yt in the watermarked
model is computationally indistinguishable to the unwatermarked distribution (1).

At Detect phase of the the Gumbel watermark, the auditor who has access to the key k may compute
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� log(1� rt(yt)).

If y1:n is not generated from the watermarked model, then the test statistic is a sum of exponential random
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Meanwhile, it was shown by Aaronson (2023) that if y1:n is generated by the Gumbel watermarked
model,

E[TestScore(y1:n)] =
nX

t=m+1

E

2

4
X

y2V
pt(y)H 1

pt(y)

3

5 (3)

� (n�m) +

✓
⇡
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6
� 1
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7
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Detection score of Gumbel WMs in practice



• Not “unigram WM” type robust, but still quite robust
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Robustness of Gumbel WM is not bad

(Table 3 of 
https://arxiv.org/abs
/2402.05864)

DIPPER-1
DIPPER-2
are “paraphrasing 
attacks”
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Detectability
(Type I / II error)

Robustness
(against evasion)

Quality
(of LLM text)

Security
(against learning)

Green-Red Watermark
[KGW+’23, ZALW’23]

Gumbel Watermark
[Aaronson’22]

Can we do even 
better in quality?



• Sentence level distortion-free
(Kuditipudi et al, 2023): ”Get multiple keys, rotate the keys being used. In 
detection time, test with all keys”
(Hu et al ,2023): ”unique prefix each time within a sentence”

• Polynomially many sentence distortion-free
1. Do the above two across many sentences.
2. (Christ, Gunn, Zamir, 2023): “Accumulate sufficient amount entropy before 
adding watermark! ”
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What’s “even-better” than “distortion-free”?
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Detectability
(Type I / II error)

Robustness
(against evasion)

Quality
(of LLM text)

Security
(against learning)

Green-Red Watermark
[KGW+’23, ZALW’23]

Gumbel Watermark
[Aaronson’22]
Undetectable watermark
[CGZ’23]



• Green-Red watermark leverages the watermark strength 
parameter 𝛿 and temperature 𝑇
o More detectable when entropy is lower.
o Guarantee valid even if conditioning on the key --- not quite the case with 

Gumbel.

• Gumbel watermark responds only to temperature 𝑇
o Smaller temperature usually gives better perplexity.
o Tradeoff between “greediness” vs “detectability”.
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Are “distortion-free” watermarks always 
better than Green-Red?

For a comprehensive empirical comparison. see Piet et al 2023 
“MarkMyWord” https://arxiv.org/abs/2312.00273 

https://arxiv.org/abs/2312.00273


From Gumbel-Softmax trick to Exponential-
PF trick

• Gumbel-Softmax trick (Gumbel, 1948)

• Exponential-PF trick (Ding et. al, 2021)
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<latexit sha1_base64="gb0T19TQrHYN92pQW9ImBd5AnYI=">AAACIHicbVBNS8NAFNz4WetX1KOXxSK0l5KIWo9FLx4rWhWaEjbbTbu4m4TdFzGE/BQv/hUvHhTRm/4atzUHtQ4sDDPv8XYmSATX4Dgf1szs3PzCYmWpuryyurZub2xe6jhVlHVpLGJ1HRDNBI9YFzgIdp0oRmQg2FVwczL2r26Z0jyOLiBLWF+SYcRDTgkYybdbmQ/Y01xi7EkCIyXz8zgESe4KT7AQ6l6oCM1TH+pZo8gvCk/x4Qgavl1zms4EeJq4JamhEh3ffvcGMU0li4AKonXPdRLo50QBp4IVVS/VLCH0hgxZz9CISKb7+SRggXeNMsBhrMyLAE/Unxs5kVpnMjCT4xD6rzcW//N6KYRH/ZxHSQosot+HwlRgiPG4LTzgilEQmSGEKm7+iumImEbAdFo1Jbh/I0+Ty72me9g8ONuvtY/LOipoG+2gOnJRC7XRKeqgLqLoHj2iZ/RiPVhP1qv19j06Y5U7W+gXrM8v2gekCw==</latexit>

yt ⇠ Softmax

✓
ut(y)

T

◆
<latexit sha1_base64="K3hhthJmabLxiBbxK74ro8kGBMw=">AAAB+HicbVDLSgNBEJyNrxgfWfXoZTAInsKu+DoGvXjwEME8IFnC7GQ2GTI7s8z0KnHJl3jxoIhXP8Wbf+Mk2YNGCxqKqm66u8JEcAOe9+UUlpZXVteK66WNza3tsruz2zQq1ZQ1qBJKt0NimOCSNYCDYO1EMxKHgrXC0dXUb90zbbiSdzBOWBCTgeQRpwSs1HPL3RsWgeaDIRCt1UPPrXhVbwb8l/g5qaAc9Z772e0rmsZMAhXEmI7vJRBkRAOngk1K3dSwhNARGbCOpZLEzATZ7PAJPrRKH0dK25KAZ+rPiYzExozj0HbGBIZm0ZuK/3mdFKKLIOMySYFJOl8UpQKDwtMUcJ9rRkGMLSFUc3srpkOiCQWbVcmG4C++/Jc0j6v+WfX09qRSu8zjKKJ9dICOkI/OUQ1dozpqIIpS9IRe0Kvz6Dw7b877vLXg5DN76Becj287dpN7</latexit>,

<latexit sha1_base64="K3hhthJmabLxiBbxK74ro8kGBMw=">AAAB+HicbVDLSgNBEJyNrxgfWfXoZTAInsKu+DoGvXjwEME8IFnC7GQ2GTI7s8z0KnHJl3jxoIhXP8Wbf+Mk2YNGCxqKqm66u8JEcAOe9+UUlpZXVteK66WNza3tsruz2zQq1ZQ1qBJKt0NimOCSNYCDYO1EMxKHgrXC0dXUb90zbbiSdzBOWBCTgeQRpwSs1HPL3RsWgeaDIRCt1UPPrXhVbwb8l/g5qaAc9Z772e0rmsZMAhXEmI7vJRBkRAOngk1K3dSwhNARGbCOpZLEzATZ7PAJPrRKH0dK25KAZ+rPiYzExozj0HbGBIZm0ZuK/3mdFKKLIOMySYFJOl8UpQKDwtMUcJ9rRkGMLSFUc3srpkOiCQWbVcmG4C++/Jc0j6v+WfX09qRSu8zjKKJ9dICOkI/OUQ1dozpqIIpS9IRe0Kvz6Dw7b877vLXg5DN76Becj287dpN7</latexit>,
<latexit sha1_base64="v1IOa7vdIhab094SWbKvYc30byM=">AAACJnicbVDLSsNAFJ34tr6qLt0MFqVuSiK+NoIoiMsKVoWmhMn0ph06k4SZGyGEfI0bf8WNC0XEnZ/itHbh68DA4Zx7uXNOmEph0HXfnYnJqemZ2bn5ysLi0vJKdXXt2iSZ5tDiiUz0bcgMSBFDCwVKuE01MBVKuAkHZ0P/5g60EUl8hXkKHcV6sYgEZ2iloHqcB0h9IxSlvmLY16poglYZgr99LkVa+hIirPuRZrzIAqznO2VxVfpa9Pq4E1RrbsMdgf4l3pjUyBjNoPrsdxOeKYiRS2ZM23NT7BRMo+ASyoqfGUgZH7AetC2NmQLTKUYxS7pllS6NEm1fjHSkft8omDImV6GdHEYxv72h+J/XzjA66hQiTm3smH8dijJJMaHDzmhXaOAoc0sY18L+lfI+s42gbbZiS/B+R/5Lrncb3kFj/3KvdnI6rmOObJBNUiceOSQn5II0SYtwck8eyTN5cR6cJ+fVefsanXDGO+vkB5yPT1InplQ=</latexit>
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Permute-and-Flip Watermark

45

• Gumbel-Watermark (Aaronson, 2022)

• PF-Watermark (Ours) Make them
pseudo-
random!

Zhao, Li, Wang. (2024)  Permute-And-Flip: An Optimally Robust and Watermarkable Decoder for 
LLMs: https://arxiv.org/abs/2402.05864



Plotting detectability against suboptimality
as we adjust T

46PF has more favorable tradeoff curves than Gumbel



On real datasets: the PF watermark provides
better Detectability-Perplexity Tradeoffs
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Figure 4: TestScore distribution. We calculate the average TestScore of the PF watermark and Gumbel
watermark using Llama2-7B (T=1.0) on the C4 dataset. The length of the suspect texts is fixed at 200
tokens. A clear gap emerges between positive samples (watermarked) and negative samples (unwatermarked
and human-written), indicating the watermark detectability.

Figure 5: Trade-off between detection accuracy (TPR at FPR=0.01) and text quality (PPL) across three
watermark configurations on the C4 dataset, with temperature settings ranging from 0.2 to 1.0. Each data
point represents the outcome for 500 watermarked texts. The PF watermark achieves the optimal balance of
the highest detection accuracy and lowest perplexity.

Text generation performance. Table 2 shows the text perplexity of generated samples from different
LLMs evaluated on two datasets. Using the same temperature, we find that PF decoding produces significantly
lower perplexity compared to sampling. Although greedy decoding has the lowest perplexity, it suffers from
heavy repetition, as indicated by its high seq-rep-5 score and low MAUVE score. We observe that for
question-answering tasks, the perplexity is lower, likely due to the fixed form of answers and lower entropy
of the text generation. Table 5 shows an example prompt and responses generated by different decoding
methods.

Watermarking results. We compare the results of our proposed PF watermarking method with those
of the Gumbel Watermark (Gumbel WM) and the Green-Red watermark (KGW WM). In Figure 4, we
present the distribution of detection scores for the PF watermark. The PF watermark demonstrates clear

12



Quality Detectability Robustness Security
Green-Red WM 

[KGW+ 2023]
!!

"
 KL (ex post)  𝑂 𝛿  per-high-

entropy token 
Robust to minor 

edits
n.a.

Unigram Green-Red
[ZALW 2023]

!!

"
 KL (ex post) 𝑂 𝛿  per-high-

entropy token 
More robust 

than m>1
n.a.

Gumbel WM
[Aaronson 2022]

0-ex ante
No ex post 
guarantee

Shannon entropy 
of the token

Robust to minor 
edits

n.a.

PF Watermark
[ZLW 2024]

Better PPL-
detectability curve 

than Gumbel

A different kind of 
Entropy per token

Robust to minor 
edits

n.a.

Undetectable WM
[CGZ 2023]

0-ex ante
No ex post 
guarantee

Shannon entropy 
of the token. 

(after a “burn-in”)

Not robust to 
edits

Strong security 
via 

“undetectability
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Checkpoint

* All are model-agnostic and efficient.



• Formal Problem setup 

• Popular Watermarking Schemes
o Green-Red watermark
o Gumbel watermark
o Pointers to others

• Open problems and new directions

49

Remainder of Part 2: Watermarking Text



Optimal tradeoffs in LLM watermarks

50



• Even for existing watermarks, are the current detection 
scores optimal in some sense?

51

Enhancing detectability

Either not model-agnostic or too much simplification. 
Still along way to go! 



Enhancing robustness
• Optimality in the Edit model. Is Unigram WM the optimal?

• More realistic threat models

52

Bob generated a section
using ChatKitten
Alice generated a paragraph
using ChatPuppy

Dave wrote the
remaining by himself.

Can watermarking help to
catch the following?

Detection with 99% confidence.
Line 57-86 used ChatKitten

outputs, related to user 75801
(nickname: Bob).

Detection with 90% confidence.
Paragraph 35 used ChatPuppy
outputs, related to User 14234

(nickname: Alice)
Eric gave it an editing pass.

Term Project Report



• Among Green-Red m-gram watermarks
o Unigram watermark is the most robust, but also least secure

• Can we have a “undetectable” unigram watermark?

53

Is there a robustness-security tradeoff?

Nice progress, but still a bit far from practical.



More co-design of decoder and watermarks?
• Provable Watermarking for Beam search?

Or other methods that aim at solving the sequence level MLE decoding.

• When can we still watermark without entropy?

54



1. Statistical watermarks
o Green-Red Watermark (Kirchenbauer et al, 2023)
o Unigram Green-Red watermark (Zhao, Ananth, Li, W. 2024)

2. Cryptographic watermarks
o Gumbel watermark. (Aaronson, 2022)
o Undetectable WM (Christ, Gunn, Zamir 2023)
o Distortion-Free WM (Kuditipudi et al, 2023)
o Unbiased WM (Hu et al ,2023)
o Permute-and-Flip WM (Zhao, Li, W., 2024)
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References we discussed

No where near a 
complete set! 



• Multi-bit LLM watermark
Yoo, Ahn and Kwak (2023),  Qu, Yin, He et al. (2024)

• Semantic text watermark
Liu, Pan, Hu et al (ICLR-2024). Liu and Bu (ICML-2024). 

• Public verifiable watermark
Fairoze et al. (2023). Publicly detectable watermarking for language models. 

• Fragile watermark (deliberately non-robust for attribution/verification)
Jiang, Zhengyuan, et al. "Watermark-based Detection and Attribution of AI-Generated 
Content." arXiv preprint arXiv:2404.04254 (2024).

• Impossibility results
"Zhao et al (2023) “Invisible Image Watermarks…”  Zhang, Barak et al. (2024) Watermarks in 
the Sand . Also work by Soheil Feizi et al and Furong Huang et al.
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Topics we did not get to cover



• Come talk to us for questions / comments! 

• Please be back for “Part 3 Watermark for model protection”

57

Take a break for 30 minutes



• “Distortion-free” is ex ante ℳ 𝐼𝑛𝑝𝑢𝑡 	~	 'ℳ 𝐼𝑛𝑝𝑢𝑡
Over the distribution of the key, i.e.,  𝐸! �̂� = 𝑝

Let’s plot 𝐸A 7𝑝	|	𝑝(𝐺) − 𝑝 against 𝑝(𝐺)	for different 𝛿
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Do we know Green-Red WM is NOT 
distortion-free?

• Unbiased when p(G) = 0.5
• also unbiased when p(G) = 0 or 1

• 𝛿 = 0.5 => Bias < 0.015.
Not unbiased but also not very 
biased.


